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Task and Problems
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• Train: Seen attribute-object pairs

• Test: Seen(Familiar compositions) + Unseen(New compositions) 

• Distribution-shift：train: red tomato; test: tomato → red

• Entanglement：white-cauliflower: which attribute is white and which is 

cauliflower



Solution
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Most standard models:

𝑝 𝐴𝑡𝑡𝑟 = 𝑎, 𝑂𝑏𝑗 = 𝑜 𝐼𝑚𝑎𝑔𝑒 = 𝑥)

The author model the causal direction: Physical entities “cause” image features

𝑝 𝐼𝑚𝑎𝑔𝑒 = 𝑥 𝐴𝑡𝑡𝑟 = 𝑎, 𝑂𝑏𝑗 = 𝑜)



Confounding
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The spurious correlation of attr-obj varies between different domains. 

Intervention: 𝑝𝑑𝑜 𝐴=𝑎,𝑂=𝑜 (𝑥)



Generation
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Given interdependent attribute and object: 𝑎 ∈ 𝒜, 𝑜 ∈ 𝒪

𝑝(𝜙𝑎|𝑎), 𝑝(𝜙𝑜|𝑜): Gaussian distribution, 𝜙𝑎 ∼ 𝒩(ℎ𝑎, 𝜎𝑎
2𝐼)

𝑥 ∼ 𝒩(𝑔(𝜙𝑎, 𝜙𝑜), 𝜎𝑥
2𝐼)



Inference
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How to maximize the log likelihood of the conditional distribution? 

Approximate by image: ෠𝜙𝑎 = 𝑔𝐴
−1(𝑥)



Train
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Independence loss:

Invertible embedding loss:
Hilbert-Schmidt Information Criterion



Experiments
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Data bases: Zappos (real), AO-CLEVr (synthetic)



Summary

9

• A new causal perspective: "which intervention on attribute and object caused 

the image".

• Disentangled representations of attributes and objects.

• The attributes and objects have distinct and stable generation processes.

• Attributes and objects are fully disentangled.


